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1. Saku Sugawara, Pontus Stenetorp, Kentaro Inui, Akiko Aizawa.
Assessing the Benchmarking Capacity of Machine Reading Comprehension Datasets.
Proceedings of the 34th AAAI Conference on Artificial Intelligence (AAAI-20), 2020,
8918-8927.
Existing analysis work in machine reading comprehension (MRC) is largely concerned with
evaluating the capabilities of systems. However, the capabilities of datasets are not assessed
for benchmarking language understanding precisely. We propose a semi—automated,
ablation—based methodology for this challenge; By checking whether questions can be solved
even after removing features associated with a skill requisite for language understanding, we
evaluate to what degree the questions do not require the skill. Experiments on 10 datasets
(e.g., CoQA, SQUAD v2.0, and RACE) with a strong baseline model show that, for example, the
relative scores of the baseline model provided with content words only and with shuffled
sentence words in the context are on average 89.2% and 78.5% of the original scores,
respectively. These results suggest that most of the questions already answered correctly by
the model do not necessarily require grammatical and complex reasoning. For precise
benchmarking, MRC datasets will need to take extra care in their design to ensure that
questions can correctly evaluate the intended skills.
2. Saku Sugawara, Pontus Stenetorp, Akiko Aizawa. Benchmarking Machine Reading
Comprehension: A Psychological Perspective. Proceedings of the 16th Conference of the
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Machine reading comprehension (MRC) has received considerable attention as a benchmark
for natural language understanding. However, the conventional task design of MRC lacks
explainability beyond the model interpretation, i.e., reading comprehension by a model cannot
be explained in human terms. To this end, this position paper provides a theoretical basis for
the design of MRC datasets based on psychology as well as psychometrics, and summarizes
it in terms of the prerequisites for benchmarking MRC. We conclude that future datasets
should (i) evaluate the capability of the model for constructing a coherent and grounded
representation to understand context—dependent situations and (ii) ensure substantive
validity by shortcut—proof questions and explanation as a part of the task design.

3. Xanh Ho, Anh—-Khoa Duong Nguyen, Saku Sugawara, Akiko Aizawa. Constructing A
Multi—hop QA Dataset for Comprehensive Evaluation of Reasoning Steps. Proceedings of the
28th International Conference on Computational Linguistics (COLING 2020), Dec 2020,
pp.6609-6625.

A multi-hop question answering (QA) dataset aims to test reasoning and inference skills by
requiring a model to read multiple paragraphs to answer a given question. However, current
datasets do not provide a complete explanation for the reasoning process from the question
to the answer. Further, previous studies revealed that many examples in existing multi—hop
datasets do not require multi—hop reasoning to answer a question. In this study, we present a
new multi-hop QA dataset, called 2WikiMultiHopQA, which uses structured and unstructured
data. In our dataset, we introduce the evidence information containing a reasoning path for
multi-hop questions. The evidence information has two benefits: (i) providing a
comprehensive explanation for predictions and (ii) evaluating the reasoning skills of a model.
We carefully design a pipeline and a set of templates when generating a question—answer pair
that guarantees the multi—-hop steps and the quality of the questions. We also exploit the
structured format in Wikidata and use logical rules to create questions that are natural but
still require multi—hop reasoning. Through experiments, we demonstrate that our dataset is

challenging for multi-hop models and it ensures that multi-hop reasoning is required.
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