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Discouraging adversarial attacks through improving the adversarial training



S 1. FFERRFEOBE

Deep neural networks (DNNs) are vulnerable to human—imperceptibly adversarial noise, bringing
security concerns to high—stake applications. It is urgent and critical to obtain the adversarial
robustness against the adversarial noises. To enhance DNNs’ adversarial robustness, 1 leverage
the adversarial distillation that deals with the interactions between student and teacher models
and the collaboration scheme that deal with multiple sub-models . Besides, I also understand the
interactions between noisy labels and adversarial robustness ¥ and explore how to leverage noisy

labels to enhance adversarial robustness further 2.
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