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Discouraging adversarial attacks through improving the adversarial training



IR R DB

Deep neural networks (DNNs) in Artificial Intelligence are susceptible to human-imperceptibly
adversarial noise, which raises security concerns for high-stake applications. Since many real-world
applications are equipped with DNNS, it is critical to achieve adversarial robustness against these
vulnerabilities. | improve the adversarial robustness of Al-powered methods by utilizing adversarial
attacks to evaluate machine learning based methods such as deep image denoising and non-parametric
two sample tests. Then, I utilize adversarial training methods to enhance their robustness while
maintaining their superior performance. My research on this topic was accepted at top machine
learning conferences [JCAI2022 and ICML2022.
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